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ABSTRACT

For some traditional current detection methods which are slow, poor
reliability, and can not meet thelarge grid interconnection and flexible AC
transmission requirements, a fault line detection method based on neural
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network is proposed. By BP neural network, ElIman neural network, the
method is used for fault signal detection error training, can detect fault
signal inashort time. The effect and speed of the EIman neural network is
better, and have a certain anti-jamming capability, that can quickly detect
failure lines of the electric power. It has avery important significancein
improving the speed and service life of the grid circuit breaker, fast
switching applications power system and ensuring the safety of the power

grid.

INTRODUCTION

With rapid devel opment of power grid intercon-
nection, reliability and security of thegrid linesbecome
oneof thekeysto the development of the power sys-
tem, sothefault circuit detection current systemispar-
ticularly important. The conventional circuit breakers
detect fault current by the method of comparison of the
current threshold vaue, itisdifficult toguaranteeitsre-
ligbility and easy to produceamalfunction. Thereforeit
isnecessary to study aquick and effective detection
method for findinglinefaultinaenough short time. De-
tecting short-circuit current by software calculation can
facilitate using avariety of agorithms, it isbetter than
hardwaredirect detectioninfunctionality and flexibility.
Therearemany methodsfor detecting current rapid at
home and abroad*¥, such astwo-or three-point sam-

© 2013 Trade Sciencelnc. - INDIA

pling method, a half weeksintegral method and the
Mann-Morrison algorithm, those are pure sinusoidal
model-based methods, which areall based on sinusoi-
dd sgnd, but thesignd intheactud gridwill distortin
somedegree, especially intheevent of ashort circuit.
Some al gorithms are based periodic function model,
such asfull-wave and half-wave Fourier transform, all
have moredesired effect, but need to cd culated by cycle
data, the speed isdower. The neural network isanin-
telligent cal culation method, hasexcel lent gpproxima:
tion ability to linear and non-linear function, hasbeen
appliedincreasingly inapower systemin recent years,
and hasachieved alot of resultsinfieldsof fault diag-
nosisand harmonic wave detectionin power system*
5. Inthispaper theneural network ismainly applied to
fault current detection, toidentify linefault Statusquickly,
sothat theline bregker can off inatimey manner. Based
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onintroducing fault current detection methodsby neu-
ral network, using feedback neural network to detect
thefault current, the s mulation results show the effec-
tivenessand fast of themethod.

DETECTION PRINCIPLESAND METHODS

Theneura network hasabilitiesof learning, gener-
aization and fault tolerance. In recent yearstheneurd
network hasbeen widely used inthe model approxi-
mation, signal processing and pattern recognition etc.
Pardlel computing features of neural network makeit
more suitablefor practica applications. Nowadaysthe
neural network has beenwidely usedin harmonic de-
tection and fault detection inthepower grid. According
tothedifferent of structureand redlization of theneura
network, there aremany programsbeusesin fault and
short-circuit current detection.

Thetraditional fault current detection principle
(1) Detection based on harmonic analysis

Principleharmonic detectionisshowninFigurel,
the detected current isflowed through the current trans-
former and the current-voltage conversion, and input-
ted to the neural network to detect after sampling, the
neural network separatesfundamenta component, de-
tected the current size of thefundamental by comparing
to determinewhether to generatefault circuit.
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Figurel: Configuration of detecting system

Harmonic current can be detected by RBF, which
isradia basisfeed-forward network, with higher com-
puting speed and globa convergence performancethan
BP network®". The neural network input,

[X,%,,---,%x,]", iISthesample point dataof the signal to
be measured, theinput samplewhentheofflinetraining
isthe sampled value sequence of thesignasin entire
cycleor half-cycle, theinput samplesisatime-delay
sequence of thesigna sampleswhenitisonlinetrain-

ing. Theoutput of thenetwork,[a,,b,,---,a,,b,]", iSthe

current signd amplitude of thefundamenta waveto be
detected and each harmonic. Thismethod isactually
equivaent to training aneura network filters, needto
enter wholeor haf cycleof sampled datawhenitisuse
online, sameasthefull-waveor haf-wave Fourier a-
gorithm, despitethe actua useisbetter, but the detec-
tion rateisnot enough good.

(2) Detection based on fault diagnosis

Theability of the pattern recognition and classifica
tion of theneura network can aso be effectively used
toachievethedetection of thefault current. Thismethod
need to extract thefault current feature of thesampling
signals, trainthe neural network by those so that the
network hasacapability of fault current classification
and identification. Thereisaspecia relationship be-
tween thewavelet transform and thesignal singularity,
particularly effective on processing and feature extrac-
tion of edgesignal and peak mutation signd. So wave-
let transform and neura network classifierscan becom-
bined, with the characteristics of extracting thefault
current by wave et transform, and theninput to the neura
network to identify failure. Doing so can reduce the
number of neural network input, S mplify theneura net-
work structure, short thetraining timeand improvethe
identification ability of failurecategories®9.

Fault detection based on feedback neural network

Inorder to achieveeffectivefault detection, thehis-
torical memory effect of thefeedback neural network
should be applied to forecast and compare with the
signal. Common neural networks are BP neural net-
work and the ElIman neurd network.

Thereare morespecidized literature discoursethe
detection method based on harmonic andyssand fault
diagnosis. Sothisarticle only smulatesand analyzes
the detection method based on feedback neural net-
work.

BP neural network is defined as basing on error
back propagetion dgorithm (BPagorithm) and forward
multilayer neura network, hasbecomewider usng. The
typical BP network isathree-tier network, including
input layer, hidden layer and output layer®®>*t, The
structurd principleisshownin Figure?2.

xi istheinput layer nodes, yj isthe hidden layer
nodes, Ok isthe output layer nodes. Vij,Wjk arethe
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weights between input layer and hidden layer, the
wel ghtsbetween hidden layer and output layer weights.
BP network characteristic expressonsare:

Hiddenlayer: yi = T (2, vix) j=1.2,..m )
Output layer: Ox = f(jiWikyi) k=12, )

Network error: E = %él(dk -0i)

= L3t 113 wid (B vy 3
2 k=1 j=0 i=0

f(x) istheactivation function of neurons, dkisnet-
work expectationsfor, Eisnetwork error.

output layer

hidden layer

input layer
X1

Figure2: Sructural model of BP neural networ k

BP network isconsists of four process, those are,
“mode forward dissemination” process of input mode
isfromtheinput layer through the middlelayer tothe
output layer, “mode reverse dissemination” process of
theerror signal between desired output and output of
the network gradually connect from the output layer
through themiddlelayer to theinput layer, the” memory
training” process of network is by repeating alternately
between “mode forward dissemination” process and
“mode reverse dissemination” process, the” learning
convergence“ process is looked as that the global er-
ror of network tendsto aminimumvaue.

Elmaniscongtituted by aninput layer, anumber of
hidden layersand output layers, each of the hidden layer
nodes has acorresponding node of undertaking asso-
ciated layer, shownin Figure 3.

Difference between Elman neura network and BP
network isthe presence of itsassociated layer node.
Theassociated layer nodesoutput of Elman neurd net-

work storethe network internal stateactually, the con-
nection of associated layer and middlelayer issimilar
to state feedback within the systemd*>%4, The state
spaceisexpressed as:

x(k) = f(w'x (k) + w?(u(k - 1)))
x. (K) = x(k - 1)
y(k) = g(w’x(k))

(4)

Figure.3: Sructural model of ElIman neural network

Respectively, where x, y,u, x, aretheoutput vec-
tor of the hidden layer, the output vector of the output
layer, input vector and feedback statevector. w?, w?, w*

aretheconnection wel ghtsof hidden layer to the output
layer, theinput layer to the hidden layer and undertak-
ing associated layer to the hidden layer. f and g are
transfer thefunction of hiddenlayer and output layer™™>
7, Thusit can be seen, X ¢(k) dependson thedifferent
timesinthepast, isadynamicrecursion process. Elman
network correctsweightsby BPagorithm, learnsindi-
cator function by the sum of squared errors:

E(w) = kzzl[ykwv) — 9, (w)]? 5

Inwhich, y, (w) istarget output vector.

Thetypica BPnetwork includesaninput layer, a
hidden layer and an output layer. Inwhich the hidden
layer usudly usessgmoid neurons, theoutput layer usu-
aly usespurdin neurons. Elman neurd network isusu-
aly composed of two layersof neuron, especidly it has
addayed feedback in hisreturn neuronsbetween input
and output. All of those makesthe network learn not
spatid modd but timemode. In Elman neurd network,
regression layer adopt tansig neurons, theinput layer
adopts purelin. So that EIman neural network can ap-
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proximatefollow any function by any precison (memory
limited intermittent), Premiseisthat neuronsof there-
gressonlayer isenough.

Thesetypesof neura networks can reflect the cur-
rent changes quickly, and then to make aprediction by
changing data. If themeasured current valueexist larger
deviation withtheneurd network predictivevaue, then
that circuitisabnormd, principleshowninFigure2.

SIMULATIONANALY SISBASED ON FEED-
BACK NEURAL NETWORK DETECTION

Matlab neura network toolbox canbeusedinsamu-
lation of BPand Elman neurd network, training samples
emergefrom simulation. Harmonic components, mul-
tiple superioritiesby single-phasefundament, can sm-
plify and instead by available sinefunction. Selecting
frequency sinusoidd signd of different amplitudesand
multiple cyclesasinput samples, try it to cover thesig-
na amplituderangewhenitisnorma, thesamesignd is
asthe output samples. The two methods update the
welghtsat the sametimemay consider thegradient di-
rection of thecurrent timeand theprevioustime, thereby
improving thetraining efficiency of thenetwork, effec-
tivey inhibitingtheemergenceof locad minimumvaues
. Thelevel detector can usethe window comparator,
detection time of short circuit current relates to the
threshold of thelevel detector. If thethreshold valueis
too small, erroneous operation iseasy to produce. If
thethreshold vaueistoolarge, timeof detecting action
will beprolonged. Considering variousfactors, thebest
threshold voltageissd ected by smulation.

Using Matlab software, training through theBP neu-
ral network and the Elman neurd network respectively,
Setting input and the output Signd of training samplesas
1vto5v snewave. Whenthenumber of training samples
ismore than 200 times, the convergence number of
two type network achieves 300 times, the target accu-
racy can belessthan 0.005. Setting thethreshold value
of level detectionas +1v , testing BPand Elman neura
network which completed training for fault detection,
thetest signal isshowninFigure4.

Let 53msthegrid producesabnorma signd, theer-
ror detection resultsof the BP neura network shownin
Figure5, theleve of thethreshold va ue comparisonre-
sultisshownin Figure 6, EIman neura network error
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detection resultsisshownin Figure 7, the comparison
resultsof theleve threshold vdueareshownin Fgure8.
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Figure4: Simulation of fault signal

Lms

Figure5BP network output error

t/ms
Figure6: Result of BP network voltagelevel detection
Seenfromfigure, whenthegridisnorma, thepre-
dictivevaueof neural network isconsistent with and
theactud signal value, theerror detection resultsshall
be zero gpproximately. When abnorma signa isemerg-
ing (53ms), theinput signa mutates, then the measured
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current va uegreater than the prediction va ueof neura
network, theerror detection result of neural network
suddenly increases. Whentheresult isout of therange
of thelevel detection threshold, thedetection circuit will
beabletoissueasigna inatimely manner.
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Figure7: Network output error

Inthisprocess, thetime of abnormal occurrenceis
different, thephaseangleinthemoment isdifferent, itis
detected that the operation time of the abnormality sig-
nal isalso different. Experimenta resultsof BP neura
network and the Elman neura network are respectively
shownin TABLES1 and 2 below.

TABLE 1: Responsetime of detecting by different angle of
BP neural network

Fault time (ms) Phase Angle( ° )y Operation Time (ms)

80 0 1.98
81 18 2.06
82 36 2.56
83 54 261
84 72 2.59
85 90 2.51
86 108 2.32
87 126 2.78
88 144 271
89 162 2.35

TABLE 2: Responsetime of detecting by different angle

Fault time (ms) Phase Angle( ° ) Operation Time (ms)

80 0 1.73
81 18 1.95
82 36 2.21
83 54 2.29
84 72 2.25
85 90 2.21
86 108 2.22
87 126 2.17
88 144 2.09
89 162 2.96

It can be seen that the two types of neural net-
works can detect fault state within 2.8ms. Response
speed of Elman neural network isfaster than the one of
BP neural network, so the detection effect is better.
Detecting the other typesof abnormality signal, there-
sults have shown that the type detection method can
quickly detect abnormality signal of thegrid within
2.8ms.

In addition, therearevariousdisturbancesin prac-
tica applications, sothecurrentisnot good sinesignd,
and Figure 9 showsthat the higher harmonicsignal is
presentinthegrid.
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Figure8: Result of electriclevel detection level detection
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Figure9: Signal waveform of including har mony

Using the BP, Elman network detectionwhich have
been trained to detect, the simulation resultsof the out-
put error and thelevel detectionisshowninFigure 10,
11. Itisvigblethat theshort circuit fault current can be
detected rapidly within Smswhen thegrid hasharmonic
interference. Dueto predictiverole of the neural net-
work, someharmonic Interferencein thecircuit does
not affect the detection results.
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Figurell: Output error of EIman neural network and result
of electriclevel detection

We can seefrom the above simulation resultsthat
neura network detection method are compared inthe
paper two, Elman network’s effectis better than the one
of BPnetwork, compared with thetraditiond detection
method, hasfaster speed and stronger anti-interference
ability.

Further enrich BP, EIman network training samples
and training times, you can get a better approximate
performance. Neura network can betrained based on
thedifferent actual situation. Static and dynamic net-
work can a so be combinated to apply, combinewith
harmonic detection, filtering and fault detection func-
tion to achieve better effect.

CONCLUSIONS
Through the above analysis can bedrawn, based

onthedescription of the detection principleof harmonic
analysisandfault diagnos's, two feedback neura net-

worksfor fault line detection, are ableto achievegrid
failure. Inwhich, thefault current detection method based
on Elmanneura network isprovenitsmovement speed
and detection performance better than BP neura net-
work, thefault signa can be detected in ashorter time
line. Thisdetection method can beappliedin somefault
current protection deviceof linesor in someof thefault
current detecting means. It hasanimportant significance
for ensuring the grid security.
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