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ABSTRACT

KEYWORDS

Cluster analysisisan important method inimageidentification, information
retrieval, data mining and spatial database research, from which K means
algorithmisakind of clustering algorithm based on classification method,
the algorithm thought is providing K pieces of classification on N pieces
of objects, and every classification of them represents a cluster, by
comparing every cluster calculated mean and all patterns samples mean, it
gets a most similar cluster, constantly repeat such process till objects in
cluster all are similar and different clusters’ objects are different, while
objective function convergence lets square error function value to be the
minimum one. ACO(Ant Colony Optimization)is akind of simulating ant
colony foraging behaviors’ bio-inspired optimization calculation, due to
the algorithm reflects prominent applicability in complex optimization
problems’ solution aspect, let it to get well applied inrobot system, picture
processing, manufacturing system, vehicle route system and
communication system. Therefore, the paper analyzes K means clustering
algorithm, it gets the algorithm shortcomings, and uses ACO prototype
system to optimize K means clustering algorithm, and statesthe algorithm
feasibility and superiority. © 2014 Trade Sciencelnc. - INDIA

ACO prototype system;
K means clustering algorithm;
Pheromone;
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INTRODUCTION

Indally life, it often seesant colony, theseant colony
awayscanfind rel ative shortest route between itsnest
and food source, on the basi s of above phenomenon,
scholarsmakeresearchon it and findsthat every ant is
uncertain about which routeisthe shortest beforehand,
they only focus on small range pheromone concentra-
tion, and then use somesmplerulesto makedecision,
these pheromonesare odorsin col ony cooperativefor-

aging route, thewholeant colony isusing the phero-
moneto mutua cooperateand communicate, duringthe
processthese pheromonesforminto positivefeedback
thet et multipleroutesantsgradudly gather intheshortest
route. Simulated ant colony foraging behavior bio-in-
spired optimizationagorithmiscaled ACO(Ant Colony
Optimization), thea gorithm hasrapidity, distributed and
global optimization featuresin complex optimization
problemscal cul ation aspect, fromwhichlook for opti-
mal solution rapidity isup to pheromone positivefeed-
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back mechanism, and thea gorithm distributed calcula-
tion reasonably avoidsalgorithm premature conver-
gence. Clugter anadlysismakes classification on pattern
samplesaccording to different objectsdifferencesand
specidized criterion, isakind of mathematica analysis
method, and a so akind of machinelearning method
without supervisor monitoring that belongsof NP diffi-
cult problems, but the analysis method hasbeen widely
gopliedinimageidentification, informationretrievd, deta
mining, statistics, machinelearning, spatia database,
biology and marketing aswell asother fields, inorder
to better redlize cluster anaysis, the paper providesa
kind of ACO prototype system optimization-based K
meansclugteringdgorithmthat providestheoretica bags
for cluster analysisdevel opment.

Regarding ACO development, it should bring up
from M.Dorigo and others’ proposed improvement in
1996, inthe beginning, ACO was applied into solving
TSP problemsand got better efficiency, but it was not
fit for solving large scal e complex optimization prob-
lems, based on the shortcoming, M.Dorigo and others
based on ant system, they made three aspectsimprove-
mentsas providing abetter statetransferring selection
strategy, updating everywherethat only appliedin cur-
rent optimal ant route, and applying partid information
into updating pheromoneduring constructing solution
process, and then applied ant colony system after im-
proving into TSP problems sol ution that coul d get bet-
ter gpplication. For ant colony algorithm, lotsof people
have madeefforts, used researchesto et the a gorithm
to have stronger operability, such asYan’an university
computing center’sDu Li-Fengand NiuYong-Jiein
“Ant colony agorithmimplementationin Matlab”, they
described ant colony a gorithm operating principle, pro-
vided thealgorithm detailed stepsinimplementationin
Matlab, finally respectively took 17, 21, 24, 48,51, 70
ascitiesscaeto verify algorithm, provided algorithm
operation optimal result, worst effects, averageresult
and runningtimeaswel| asresult table, which provided
basi sfor algorithm applying in other fieldsand further
improving™; Besides, Wu Qin-Hong, Zhang Ji-Hui and
XuXin-Hein“Ant colony adgorithmwithvariation fea-
tures”, they detailed introduced thea gorithm, and then
stated ant colony algorithm with variation features,
which provided theoretical basisfor ACO develop-
ment!d; Wei Pingand XiongWeil-Qingin “A kind of
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solving functionsoptimized ant colony agorithm”, they
proposed akind of improved ant colony agorithm that
made contributionsto quicken computation speed and
improve accuracy™®; Yan Chen-Yang, Zhang You-Peng
and XiongWei-Qingin “Akind of new ant colony op-
timization dgorithm pheromoneupdated strategy””, they
made research on information updating method, and
got akind of new optimization agorithm, which pro-
vided well improvement directionsfor ant colony ago-
rithm computing speed and globa solution. The pa-
per onthebasisof previousresearch, it putsforward a
kind of ACO prototype system optimization-based K
meansd ustering agorithmthat providestheoretica bass
for ACO and cluster analysis combined devel opment.

ACOPROTOTYPE SYSTEM AND OPTIMI -
ZATIONAND IMPROVEMENT

ACO hasachieved better effectsin aseriesof com-
binatoria optimization solution, and apply ACO into
practical problems, researchersput forward artificial
ant colony concept, artificial ant colony and real ant
colony havelotsof similarities, but it a so hasunique
skillsthat real ant colony doesn’t possess, in the sec-
tion, on thebasis of introducing ACO thought, it de-
signsthea gorithm prototype system and provides op-
timi zation and improvement opinionsfor the system.

ACO algorithm thought

Mot of artificia ant colony behaviorsarefromred
ant colony, isant col ony searching route shortest forag-
ing process, during the process, pheromone playsan
important role, routewith more pheromones, and num-
ber of antsthat crossing theroutewill be more, after

Figurel1: Ant colony foraging schematic diagram
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positivefeedback for awhile, it will let moreantsgather
in the relative shortest route. As Figure 1 showsthe
nest, foot source and route schematic diagram.

In Figure 1, point A is ant nest, point D isfood
source, inthefigure, it liststwo routes, one of themis
A-B-D, and the other is A-C-D, and it has
AB=BD=2AC=2CD.

Assumethatinevery At timeintervd, it has n ants
movefrompoint A to point D, theseantsclimbwitha
unit speed, oneant can leaveaunit pheromoneinaunit
length route, and assumewhen t = 0, routeA-B-D and
routeA-C-D pheromonesare 0, so the n antsmove
from point A to point D route selection probabilitiesare

n
the same, thennow it has P antswak intherouteA-

n
B-D, another P antswalk intherouteA-C-D.

Based on above assumption, start from moment
t = 0 and after At timeinterval, depart from point A

n
and through routeA-C-D the P antsarriveat point D

n

inadvance, andintherouteA-C-D, it leaves 5 phero-

mone, when antsfind it then retracethe paths, after At

timeinterva, they returnto point A, whilein theroute
n

A-C-D, they also leave 5 pheromone, so after 2At

timeinterva, route A-C-D pheromoneis n, however

n
depart from point A and through route A-B-D theE

antsafter 2At timeinterval, they just wak to point D,

n
sointhetime 24t , routeA-B-D pheromoneisE , When

start from moment t = 2At, it has n antswill goto
point D to forage by pheromonedifferent concentra-

tions, anditwill have 2—; antsforaginginrouteA-B-D,

repeat by timesin thisway, it will have most antsto
walk intherelative shortest route.

Accordingto aboveprinciple, it can deducethat in
caseant colony hasnumerousforaging routes, itisaso

————, FyurL PAPER

according to pheromoneconcentration changesthat lets
ant colony to more gather in rel ative shortest routetill
al antspassthrough the shortest route.

ACO prototypesystem

Ant colony algorithmwhol e processincludesants’
alocation and move, partial pheromone updating and
volatilization, globa pheromone updating such three
parts. Sothe constructed ACO prototypesystemisup
to abovethreeparts.

Assumethereare |y antsrandomly placedin N

piecesof points, liein j point k ant selects j point
climbing probability isasformula(1)show

L)) o CCH)) S
OB PIEIBEY A Jetab o
‘ 0 otherwise

In Formula (1), z(i,j) expresses edge (i, j)

. 1
pheromone concentration, n(i, j)= m represents

heuristic information, fromwhich d(i, j ) represents
edge (i, j) length, «, 8 respectively reflect pheromone
and heurigtic information relative importance degree,
tabu, showsant k crawl crossed pointslist.

When al ants get through all points and back to
origin, pheromone updating isasformula(2) show

Tij (t+n)=p-1:ij(t)+ATij (2)
InFormula(2), o showsconstant that lessthan 1,

M
it showsinformation durehility, A7; = ATy andA T
k=1
areasformula(3)show

Q .
—  ijel
At:}:[Lk J€l ©)

0 otherwise

InFormula(3), Q representsaconstant, |, shows

thek antwakedrouteinthisiteration, L, isroutelength.

ACO dgorithm prototypesystemdesigningflow is
asFigure 2 show.

According to Figure 2, designingiteration process
agorithm sepsareasfollowing.

Initidization, random placeantsand establish tabu

s LBioTechnology
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Figure2: Ant colony algorithm prototype system designing
flow chart

for every ant, placeinitial nodeinto tabu;
Iteration process:

k=1

whilek < It Count do (Implementiteration)

fori=1 to M do (cyclep ants)

for j=1 to N-1 do (cycle N points)
Placenode j into tabu, transfer antinto node j as
initia node, repeat above steps

endfor

endfor

Cdculate every ant route length, according to above
steps, updatedl ant routesinformation;

Output result, end agorithm.

By abovealgorithm, it isclear that for large scale
complex optimization problems, ACO needslonger
searchingtime, duetoindividua ant movement random-
ness decidesthat though pheromoneindirect coordi-
nate can | et ant colony to crawl towardsoptimal route,
itisdifficult tofind agood routefromlotsof disordered
routesin ashorter time, and ACO iseasy to occur stag-
nation phenomenon and appear excessive early con-
vergence, it cannot let individua ant to search optimal
solution, based on above a gorithm disadvantages, in
thefollowing, it providesimprovement and optimiza-

BioTechnologqy —

tion methods.

ACO prototypesystem optimization and improve-
ment

In 2.2, before ant every step transferring node se-
lection, it should consider al possiblenodesst, itstime
complexityis O(N 2 ) somost of sysemrunningtimeis
applying and cal cul ating optiona nodesefficiency, if
constructed node subset isnot suitable, it will reduce
agorithm searching effects, besides systemisproneto
appear premature convergence, these problems are
mainly up to pheromone updated rules. For ACO pro-
totypesystem optimization andimprovement, it canstart
fromfollowingthree aspects:

Sart from system overall structure

Factorsthat need to consider except for ant colony
system overdl structure and organi zation pattern, it dso
should consider system each sub part information con-
nection pattern, such aswhen it needsto expand the
systemto multi-popul ation ant colony sysemand mixed
ant colony system, it needs some ant coloniesto joint
solve problems, for information exchanging among ant
colonieslayersareoptimized from sysemoverd| struc-
ture;

Sart from system specific parameter ssetting and
adjustment strategy

INACO prototypesystemimplementation process,
it needsto set system parameters optionsand change
patterns, in maximum and minimum ant colony algo-
rithm, it isanimproved method that restricts phero-
moneconcentration, introducesvariationmechanisminto
basicACO, then makesvariation improvement on pa-
rameters, suchimprovement can let algorithmto have
faster solving speed and higher solving precise. Self-
adaption ant colony dgorithmand dynamica ant colony
agorithm areonekind of baanced distributed ant colony
agorithms, it can get balance between speeding up con-
vergence and preventing prematurely, stagnation be-
haviors, it can ad sointroduce random featuresinto a-
gorithm parameters setting, so that canforminto ran-
dom perturbation ant colony algorithm, and can adopt
obj ectivefunctionsva ues-based pheromoned | ocation
strategy, accordingto objectivefunctionsvaues, it can
self-adapted adjust ant colony search directions, by
numerousresearchers’ experiments, they show that these

Hn Tudian Jounual
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improvement schemes can better optimize systemfunc-
tions,

Sart from combiningwith other intelligent algo-
rithms

ACO hasadvantagesthat iseasily combining with
other intelligent a gorithms, so by combination, some-
timesit can a so get efficiency of complementing algo-
rithms’ advantages.

K MEANSCLUSTERINGALGORITHM

K means clustering algorithm is proposed by
J.B.MacQueenin 1967, isakind of typical classified
clugter dgorithm, isby far themaost widely, matureclus-
ter analysismethod, dueto thea gorithm has advan-
tagesassmplefast andisfit for processing with big
dataset, by far it has already been widely appliedin
scientificresearch andindustria applications.

K meansclustering algorithm thought

K meansclustering algorithmisakind of typica
cluster-based hard clugter dgorithm, thea gorithm usu-
aly adoptserror sum of squaresfunction asoptimized
objectivefunction, error sum of squaresfunctionisas
formula(4) show

K
E=ZZ"X‘”‘1”2 4)

j=1 xeC;
In Formula (4) k shows amount of clustering,
C,(j=12---,K) showsclusteringthe j cluster, x

showscluster C; any dataobject, m; showscluster C,

meanvaue, g showsdatasamplesand cluster gravity
center difference degreesquaressumanditssizeisup
to K piecesof clustering centra points, when g vaue
getssmdler, itsclustering result quality will bebetter, so
the purpose of K meansclustering agorithmistryingto
find out clustering result when clustering criterion func-
tion g vauearivesat minimum.

K meansalgorithm basic thought isfirstly during
data set that contains n pieces of dataobjects, it ran-
dom selectsK piecesof dataobjectsasinitia center,
and then cd culatesevery dataobject distancefrom each
center, according to nearest neighborhood principle, it
classifiesall dataobjectsintotheir nearest center rep-

resented cluster, subsequently respectively calculates

new generated each cluster dataobject mean vaueas

each cluster new center, compares new center and last
time obtained center, if new center doesn’t change, then
itisagorithm convergence, outputstheresult; If new
center changesby comparing with last time center, and
then it should make classification on all dataobjects
accordingto new center till it meetsalgorithm conver-
gencecondition.

K meansalgorithm mainly flow descriptionisas
following:

Input: K valueand contained n pieces of dataob-
jectsdataset x ;

Output: K pieces of kinds that let error sum of
squaresarrivea minimum.

@® Fromnpiecesof dataobjectscontained dataset x
random select K pieces of dataobjectsasinitial
clustering center;

@ Respectively calculate data set every data object
to each clustering center distance, accordingto near-
est neighborhood principle, classfy dataoneby one
into itsnearest clustering center represented clus-
ter;

® Updatecluster center, it isrespectively calculating
each cluster all dataobjects meansaseach cluster
new center, use new clustering center to calculate
error sum of squarescriterionfunctionvalue;

@ Comparestep @ caculated g vauewith previous
g vaue, if thetwo difference absolute va ueisnot
bigger than preestablished threshold va uethat judge
clustering criterion functionisconvergent, moveto
step®, otherwisemoveto step®;

® Output K piecesof clustering.
Aboveadgorithmflow chart isasFigure 3 show.

K meansalgorithm analysis

1) K meansclusteringagorithm, thought it has advan-
tagesassimple process, fast and effective, fit for
processingwithlotsof dataset, itsdf <till hassome
shortcoming and drawbacks, which restrict itsap-
plication and devel opment to acertain degree, it
mainly reflectsinfollowing four aspects: K means
clugteringagorithmisvery sengtiveininitia centrd
point sdection, ispronetolet dgorithmto get caught
inpartia optima solution. K meansclugtering dgo-
rithmK eachinitia clustering center istotally se-
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Figure3: K meansclustering algorithm flow chart

lected according to random principles, which causes
result fluctuation rangeto bebigger, stability to be
worse, generally, K means clustering algorithm
adopted clustering obj ectivefunctioniserror sum
of squaresfunction, thefunctionisakind of non-
convex function, usudly thefunction s multaneoudy
hasmany partia optimal values, and only hasone
globa optima vaue, K meansclustering algorithm
isgradient descent algorithm that based on error
sum of squaresfunction, onekind of initial center
selectionway representsonekind of searching way,
theagorithminitial center israndom sdlected, then
therewill havemany initia center selection ways,
andasohavelotsof dgorithm searchingways, when
the searchingto error sum of squarescriterionfunc-
tion valuethat doesn’t reduce any more, theago-
rithm ends, and then a ong searching directionsto
search, when agorithm ends, obtained clustering
result tendsto bepartid optima sauting rather than
global optimal solution, so makeimprovement on
K meansclustering agorithminitia central value
sel ection sengitivity isonekind of important ways
intheagorithm devel opment;

K meansclustering algorithmisrelative sensitive
to noisy dataand outliers, formagorithm cluster-

3)

4)

ing process, it isclear that cluster center every
timeupdating isobtained by cal culating cluster all
data objects mean values, while noisy dataand
outliersareusually far away from data samples
spacedenseregion, if add noisy dataand outliers
into cluster centra updated caculation, itwill surdy
generateimportant impactson cluster center cal-
culating, even may let newly calculated cluster
center seriously to deviate from sample space
dense region, use such cluster center to cluster
that will generate extremely bad impactson clus-
tering result that iswhy K means clustering algo-
rithmissensitiveto noisy dataand outliers, re-
duce K means clustering algorithm sensitivity to
noisy dataand outliersis onekind of important
waysin theagorithm devel opment;

K meansdugteringagorithmgenerdlyisdifficult to
find out other shapescluster except for sphereclus
ter, duetotheagorithmisakind of hard clustering
agorithm, it generdly adopts Euclidean distanceas
datasamplessimilaritiesmeasuring methods, ago-
rithm objective function usually adoptserror sum
of squaresfunction, the objective function have
better effects on handling with data set that data
samplesdigtributionisre aiveconcentrateand each
kind of datasamplequantity hasno big differences,
but when handle with data set that each kind of
datasamplethat quantity hasgreat disparity, each
boundary distinguishing isfuzzy and each kind of
shapesdifferencesarebig, to minimize objective
function, it may haveabigger classto becut into
several small classesand leadsto clustering result
becomes undesirabl e, so capacity of finding any
shapesclugtering playscertainrolesintheadgorithm
development;

Cluster amount has an important impacts on K
meansclustering agorithm clustering result, if pro-
vided cluster amount K valueisimproper, thenit
will let clustering result to be undesirable, andin
practical application, to agiven dataset, userscan-
not know how many clustersto be divided for a
datacan get most ided clugteringresult in advance,
so define cluster amount Kin advance adds bur-
dens to users, and reasonable defining cluster
amount K isasoadirectionthat theadgorithm should
beimproved.

Hn Tudian Jounual



BTAIJ, 10(5) 2014

Xin Wang et al.

1333

ACOPROTOTYPESYSTEM OPTIMIZA-
TION-BASED CLUSTERALGORITHM

Design thought and scheme

For K meansclustering dgorithm shortcomings, it
can use method that combineswith ACO to optimize
K meansclustering algorithm, dueto K meanscluster-
ing agorithmisproneto suffer initia information and
noisy dataaswell asoutliers’ impactsthat cause clus-
tering result deviations, therefore the paper introduces
ACO prototype system to make improvement on K
meansagorithm.

Firstly according to clustering problemsdefinition
variables, set N tobetotal of pattern samples, \ is
total amount of ants, \/ represents pattern samples
number, K represent dustering centersnumber, S rep-
resentsstored antsconstructing solution (lengthisusing

N toexpress), NC representsiterationtimes, r rep-
resents stored pheromone N x K matrix, w repre-

SentsN x K matrix, itselement w; isO-1 variableand
when X e Cluster;, w; =1 others are 0, x repre-

sents pattern samplesdatainformation, x,, represents

samplej thev attributevaue, mrepresentsk xV
clustering center matrix, m,, representsclass j all
samples attributes v average value,

Ho

H"

-y

i

e Furr PAPER

p represents N x K matrix that is used to store ants
selected clustering center probability, d repre-
SsentsN x K matrix used to store each sampleto clus-

1

tering center distance, " = d. representssampleto

i
clugtering center visibility.
Clusgtering objectivefunctionisas Formula(5)show

K N

F(w,m)= ZZiW”

j=1 i=1 v=1

2

Xiv_mjv

®

InFormula(5), w; should meet Formula(6)

K

Dwy=1 ,i=12-,N

j=1

S ©)
1

wi; 21

ij 1j=1121"'1K

j=

Andm,, expressionisasFormula(7)show

N
g Vi X

J=12,,K,v=12-.-V
X ™

After getting above definition, it can research on
ants’ constructing sol ution strategy, according to ant
colony prototype system, antsmoving sel ection strat-
egy isproceeding according to formula(1), thereforeit
can change clustering ruleinto formula(8).

mj, =

Figure4: ACO prototype system optimized K meansclustering algorithm flow chart
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TABLE 1: Flow chart serial number s’ definitionstable

TABLE 2: Symbol description

No. Definition Symbol Definition
1 Start a Pheromone concentration importance parameter
2 Random generate K pieces of clustering centers
L ,B Heuristic information importance parameter
3 Set parameters, initialize ant colony
4 Ants’ constructing solution S v Partial information updating parameter
5 Calculate solution S corresponding objective function E P One parameter in control pheromone attenuation
6 Apply refuseto update rule process
7 Successive cycleis over or not? Control threshold value that shift according to
8 Calculate optimal solution corresponding K each clustering QO probability
center M Ants amount
9 Calculate optimal solution objective function
10 Apply global updating rule TABLE 3: Program annotation table
11 Meet ending conditions or not? Line .
Annotation
12 End No.
4 Each sample point to its clustering distance
S{select max{[rij]"[nij:r’} Jif q.gq0 (8) um
S Otherwise od soluti
. . 5 Store ants constructed solution
Therefore, it can get ACO prototype system opti- _
. . . . 6 Clustering center
mization-based K meansclustering agorithm designing _
flow chart, asFigure4 show. 7 Stack that stores K pieces of clusters
InFigure4,1,2, ......, 12 definitionisasTABLE 8  Eachcluster samples number
1 show. 9 Initialize ants
Apply random constructing solution method to 10 Pattern samples total amount
makeinitidizationthet al pattern samplesarerandomly 11 Clustering centers number
enclosed to affiliated clusters, every ant usesrandom 12 Store N pieces of samples data information
condructing solutionto generateinitia cluster, apply for- 13 Random distribute solution
mul a(?) into cgl cql ating ez?ch ant cluster center, gnd 14 Update clustering center
mrdl ”9 toob eCt'_Ver”C“ on ®), CdCI:UIa_teltS obj gc— 15 Add all samplesinto corresponding clusters
tivefunctionvaue, findout mi nimum objectivefunction 16 Calculate objective function value
value’sant constructed solution, and take ant cluster
S . 17 Output each cluster
center asinitial cluster center, and then is parameter 18 Rl X
setting, main parametersintheagorithmisas TABLE case ants
1 class CiAnt 11 i K.
2 1 . 12 CFPoint #A411Data;
3 public: 13 vold Random solution()
: 4‘3“}316 S 14 void Update_center ()
i e M 15 void Add_all_to Cluster();
] CDoublePoint#Center; : .,
. 16 wvoid Funi) ;
f anlntt*Cluster, 17 void Out_cluster();
2 i . _ 18 virtual “Chnt () ;
! woild Init Ant(int i, int 3, CPoint*); A

Figure5: Cant definition
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18 woid InitDatal);
1 class CACOEMaans 10 void Init_tau [Clnt+) ;
e : 20 int Irit_Center (Chrts] ;
3 public: oy double ETA{int i, it i)
4 double AILPHA; a9 woid BuildSolutioniChnt#, int 1} ;
] double BETA; 23 int Min_F{CAnt+),
i} double RHO, 24 woid Global_update_rule (ZAnt+, it}
i c}ouble Q0; 25 double Transition{int i,int j),
8 }nt 1‘:" 26 double Sum_Transition{int i) ;
a :f_nt N; 27 it Choose [int)
Lo int K; 28 int MaxP {int) ;
I 10n§ double MinF: 78 void &dd_all_togond Cluster (CAnt#, int m);
12 CPoint«A11Data; 30 void fdd_all_togoodout Gluster () ;
13 double ##TAT; 3l void Cut_good Cluster();
14 ChoublePoint #itCent er; 32 woid Update_good_center() ;
5 CPoint #xitCluster; 33 virtusl "CACOKNeans () ;
L6 int #0t Tep; 34 15
L7 CACOEMeans (dentble rha, deuble alpha, deuble bets, deuble qf, int m)

Figure6: CACOKM eansdefinition

2 show, after fulfilling parameters setting, ant can con-
struct solution according to our designed rules, after adl
antscompl eting successive cycling, it canfind out opti-
mal solution, and take optimal solution corresponding
clustering center ascurrent optimal clustering center,
and calculate current optimal objectivefunctionvaue,
with global pheromone updating, above processare
awaysrepeating and endswhenit meetsending condi-
tions.

Accordingtoant colony clustering agorithm, it de-
sgnsaCAnt, theclassdefinesantsbasicfunctionsinK
meansclustering problems, asFigure5 show.

InFigure5, annotation from linefour tolineeigh-
teenisasTABLE 3 show.

Accordingto K meansdugering dgorithm features,
combinewith ant colony agorithm prototype system
designing pattern, design arelative mean values ant
colony dugering dgorithm system dassACOKMeans,
thedesign mainly includeseach parameters setting, ob-
jectivefunctionscalculation, clustering center cacula:
tion, ants sol ution construction, globa pheromone up-
dating, antstransfer strategy, optimal solution selection
and result output eight contents. K means ant colony
clustering system classCACOKMeansdefinitionisas
Figure 6 show.

InFigure 6, annotation from linefour tolinethirty-
threeisasTABLE 4 show.

CONCLUSION
Introduce ACO prototype system into K means

clustering agorithm can let K meansclustering algo-
rithm to get optimized; A CO prototype system hasits

own advantages and di sadvantages, the paper points
out improvement orientationsintheway of statement;K
means clustering a gorithm has some shortcomings, it
getsthedgorithmimprovement orientation by research-
ing ; K meansclustering algorithm hasgood portswith
other algorithms; it can apply other a gorithmsto opti-
mizeitself, except for the paper explored cases, it can
try to combinewith other agorithms;ACO isakind of
newest devel oped bi o-inspired optimization a gorithm,
it can bewell applied into datamining multiplefields;
ACOisakind of algorithm with agood devel opment
prospect.
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