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ABSTRACT

Bayesian Network has provided a convenient frame structure to express
causal relationship, by regarding influence diagram as a special Bayesian
Network, then the value of each decision variableisimposed externally to
meet the goals, rather than derive from determination probability of father
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node. Using influence diagram to describe the node types of directed
acyclic graph has been studied, which includes Decision nodes, Chance
nodesand Value node. Agent itself isal so an environmental model, variable
(V) isthe belief of node in environment, utility node (U ) denotes the
self-preference of Agent, which is the objective defined by multi-Agent

self-organizing system.

INTRODUCTION

Two main problems, behavior choiceand experi-
entid learning®, haveto beresolved for intdligent Agent.
Behavior choice meansthat Agent needsto havethe
capability to set goals. Experiential learning refersto
the capability of Agent to update knowledge. How to
realize the consultation between Agentsunder theun-
certain circumstanceisawaysthedifficult pointinthe
redlization processof intelligent Agent. Inrecent years,
because of the advantage in handling uncertain prob-
lems, Bayesian Network hasbeen widely appliedin
inference and decision of complex problemg?9

BAYESIAN NETWORK AND INFLUENCE
DIAGRAM DECISION-MAKING

Bayesan Network isprobability distributionto de-
scribeagroup of variables, which can be expressed as
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acondition independence hypothesis on a subset of
variable, that isto say, Bayesian Network has much
lessregtrictionson overal hypothesisof conditiona in-
dependencethanthat of smpleBayesanclassfier, and
more practica than the cal culation conditional depen-
denceinall variables. Pearl hasmadethe detailed defi-
nition of Bayesian Network!®, oneof thesignificant fear
tures of Bayesian probability in describing uncertainty
istheconditiond independenceamong varigbles. While
chain rule has provided amore compacted method to
present joint probability, which makes probability cal-
culation moreessier.

A simplebayesian network structure.
Including thefollowing contents (aspicture 1):
Confirmthestepsto establish bayesian networ k

Confirmthevariableand its parameter relating to
modeling. Abstract theevent asnode, and establish the
link between nodes according to therelationship be-
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Figurel: DAG of simpleBayesian Network structure

tween nodes.

1 Confirmthevariableand itsparameter relatingto
modeling. Abstract the event as node, and estab-
lishthelink between nodesaccordingtotherela
tionship between nodes.

2 EstablishaDAG expressing conditional indepen-
dence, thekey to decide the sequence of nodeisto
determinethe parent node of each node.

3 Theprocessto confirm parent node for each x,
can befinished by searching for the conditional in-
dependencerel ationship among variables.
Theabove steps could be crossfinished.

Decision-making stepsof influencediagram.

Thenodetypeof DAG, descried by influencedia-
gram,AsshowninFigure2.
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A Influence Diagram

Figure2: Influencediagram of an action set

Themethod and step to clarify theevidenceinin-
fluencediagram:
(1) Set astheevidencevariableof current status.
(2) Asto the probable value of each decision-making
node:
1 Setvaue corresponding to decision-making node;
2 Usestandard probabilistic reasoning algorithmto
calcul atethe posterior probability;
3 Tocdculaetheresultsof utility function of action.
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(3) Go back to the actionwith highest utility.

AGENT STRUCTURAL DESIGN

Theinput of perception program of Agent isbased
onthecurrent perception, Agent function takestheen-
tire perception history asinput. Pseudo-code describes
Agent program. Given that Agent programisnot able
tolearn from the environment, if the action of Agent
depends on the whol e perception sequence, then Agent
must obtain thewhole perception information. Thisis
smilar tothecondition of full and observablevariousin
Bayesan Network. Table-Drive-Agent programisused
to describe Agent program by call pseudo-code:

Function Table-Drive-Agent(percept) returns an action
Static: percepts, a sequence, initially empty
Table, a table of action, indexed by percept sequences, initially fully specified
Append percept to the end of percepts
Action lookup (percepts, table)
Return action

Utility Agent model and ObjectiveAgent model.

On this basis, Goals-based Agent and Utility-
based Agent are mainly described. Asshownin Fig-
ure 3 and 4.
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Goal-driven Agent ismoreflexibleto solvecom-
plex problems, the knowledgeto supportitsdecisonis
to display expression. But in practice, goa-drivenis
not enough to bethe high quality behavior in most envi-
ronments. If aBayesian Network stateismorefavored
thantheother, it meansahigher utility toAgent.

ASTRUCTURE OF INTELLIGENT AGENT

Agent itsdf isalso an environmental model, vari-
ableV_ denotesthebelief of nodein environment, util-
ity node (U,) representsthe self-preference of Agent,
whichisthegod defined by multi-Agent salf-organizing
system. utility (U,) isthebelief function of environment
(Vo).AsshowninFigureb.

<?xml version="1.0" encoding="UTF-8" ?>
<SOAP-ENV:Envelope
xmins: SOAP-ENV =http://schemas.xmlsoap.org/soap/envelope/

SOAP-ENV:encodingStyle =http://schemas.xmlsoap.org/soap/encoding/>
< SOAP-ENV :BODY>
<message xmlns:m="Some-URI">

<operation value="evaluate”/>

<sender name="A"/>

<revceiver name="B"/>

<language name="KIF"/>

<ontology name="policy”/>

<reply-with value+"ql"/>

<content>

<item name="val"/>

<para value="USB" />

</item>

</content>

</message>
</SOAP-ENV:Body>

</ SOAP-ENV:Envelope>
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Figure5: A structureof intelligent Agent

DESIGNANDAPPLICATION OF COMMU-
NICATIONAGENT

Agent communication based on SOAP.

Apply SOAP agreement-based KQM L communi-
cation realization method on the basi s of webService
technology. Thefollowingistheexpression of sending
inquiry message from Agent A to Agent B in XML
through SOAP agreement:

Agent B can a so usethe same message structure
toreply AgentA. Multi-Agent cross-platform commu-
ni cation can berealized through SOA P-based Agent
communication.

Realization of communication agent.

Redlizethecommuni cation between Agent through
SOA P message mechanism, part of message arede-
fined asfollows:

NM 1HeartbeatResponse: heartbeat response
NM 1HeartbeastRequest: heartbeat request

NM 1M essageErr: wrong state response

NM 1M essageOK: successful state response

NM 1M essageSetup: configurable stateresponse
NM 1ClintinfoRequest: clientinformation request
NM1ClintinfoReponse: clientinformation response
NM 1SendTacticRequest: issue strategy informa-
tion;

Binding SOAP messagein HT TP request:

<?xml version="1.0" encoding="UTF-8" ?>
<SOAP-ENV:Envelope
xmins: SOAP-ENV =http://schemas.xmlsoap.org/soap/envelope/

SOAP-ENV:encodingStyle =http://schemas.xmlsoap.org/soap/encoding/>
< SOAP-ENV :BODY>
<message xmlns:m="Some-URI">

<operation value="evaluate”/>
<sender name="A"/>
<revceiver name="B"/>
<language name="KIF"/>
<ontology name="policy”/>
<reply-with value+”ql”/>
<content>
<item name="val"/>
<para value="USB"/>
</item>
</content>
</message>
</SOAP-ENV:Body>
</ SOAP-ENV:Envelope>

CONCLUSION

Influence diagramisused to describetherelation-
ship between actions, further isto usetheoretical de-
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signAgent of influence diagram to describetherela
tionship between action groups, and integrateit into
Bayesian Network, anditself isasoalearning problem
of BayesanNetwork. Thespecificlearningstyleis: giv-
ingAgent ainitial model and history for its observed
behavior, new model could be constructed by improv-
ing parametersof initid model influencediagram.
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