
[Type text] [Type text] [Type text] 

 
 
  

 
 

 
 
 

2014 

 

© Trade Science Inc. 
 

ISSN : 0974 - 7435 Volume 10 Issue 20 

BioTechnology 

An Indian Journal 
FULL PAPER 

BTAIJ, 10(20), 2014 [12660-12666] 

A comparative study on car evaluation forecast based on 
data mining 

 
Yuqing Yuan1*, Lijun Ling2, Xiangling Kuang1, Qinggang Zuo3 

1School of Economics and Management, Hubei University of Automotive 
Technology, Shi Yan, 442002, (CHINA) 

2Institute of Science and Technology, Hubei University of Automotive Technology, 
Shi Yan, 442002, (CHINA) 

3Department of Science and Technology, Shiyan Central Sub-branch of the People�s 
Bank of China Shiya, People�s Republic of China, Shi Yan, 442002, (CHINA) 

E-mail: yyq115805@163.com 
 

ABSTRACT 
 
Logistic regression (LR), artificial neural network (ANN), decision trees (DT), and 
support vector machine (SVM) were used in forecasting car acceptability, and their 
accuracy, sensitivity and specificity were compared. The results show that support vector 
machine (SVM) model can well predict the car acceptability evaluation with 99.62 
percent of accuracy rate and 100 percent of sensitivity and specificity. The factor of 
security has the most influence on car acceptability evaluation. Comparative study method 
is suitable for the evaluation of car acceptability forecasting, can also be extended to all 
other areas. 
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INTRODUCTION 
 
 The automotive industry is the pillar industry of the national economy, and millions of people are closely related to 
it. For most people, buying a car is to buy a house outside in addition to a maximum consumption, can better reflect 
consumer demand and the real market behaviour. When consumers consider when buying a car, there are many factors that 
could restrict their choice, such as price, car performance, the car's comfort and safety, etc. These factors form the right car 
evaluation. The fierce market competition forced auto companies in a very short development cycle of continuous 
improvement and innovation in product design to meet the needs of highly diverse target market[4-6]. 
 Therefore, a reasonable evaluation method is equally important for car consumers and producers. It can not only 
reduce the burden on dealers, but also increase sales. In addition, it plays a strategic role, can improve customer service levels 
in a highly competitive market environment[1-3] 
 Byun proposed extension of AHP select vehicle purchase patterns. Lai and some have proposed a method to help 
designers improve the quality feel of automotive products. Alnoukari and Alhussan proposed using data mining techniques to 
predict the future of the automotive market demand. Chen and some people make use of artificial intelligence methods; the 
practical problems faced by the auto parts industry in product performance objectively classify[19-21]. 
 Data mining techniques from the hidden data found useful information to facilitate smart summary and future 
decisions, so it has great visibility in areas of research and commercial areas, in various applications, including 
manufacturing, marketing, finance, health care and other fields have outstanding performance, is a data conversion 
indispensable tool for information. Advantages of data mining technology is its ability to handle massive traffic data in order 
to adapt to market changes, can provide decision makers with a powerful tool. It is widely used in business management, 
government administration, scientific and engineering data management of large amounts of data processing. With the 
explosive growth of data, data mining techniques and tools have become an urgent need, it will be processed data 
intelligently and automatically converted into useful information and knowledge. It improves their competitive advantage and 
increases the company's revenue, but also enables enterprises to provide better service to retain customers. In the past few 
years, the classic data mining technology such as logistic regression (LR), artificial neural networks (ANN), decision trees 
(DT) and Support Vector Machine (SVM) have been successfully applied in many fields to solve practical problems of 
production, sales and research in emerging.[18] However, no comparative study to assess a product's acceptability for 
prediction. Accurate assessment of the development of product acceptability has become an important research topic. 
 The purpose of this study is to provide a method for comparative evaluation of the study to assess the predictive 
evaluation of the automotive, and then extended to other fields. 
 By modelling respectively using logistic regression (LR), artificial neural network (ANN), decision trees (DT), 
support vector machine (SVM) these technology forecasting automotive, and their accuracy, sensitivity and specificity were 
compared. The results show that support vector machine (SVM) technology has made the best assessment and prediction. 
Largely due to the performance of SVM depends on the choice of kernel function, the paper finally linear kernel, polynomial 
kernel, radial basis (RBF) kernel and the S-shaped core kernel comparative study, polynomial kernel has achieved the best 
results. 
 

THE BASIC CONCEPT AND RESEARCH FRAMEWORK 
 
Logistic regression 
 Logistic regression is a popular non-linear statistical model, and is widely used in many fields. Compared with the 
multiple regression models, Logistic regression model can simulate two or more dependent variables. For binary variables 
can be defined as an event of interest coding and coding are not interested in the event of 0[7-11] A logistic regression model 
can be written as: 
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 The logistic regression model enables us to calculate the probability of event Y=1 occurring for each case. The 
predictors, Xk can be a mixture of continuous and categorical variables. 
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Decision tree 
 A decision tree is a predictive model; It represents a mapping between object attributes and object values. Each node 
in the tree represents an object, and a possible attribute values for each forked paths are represented, each leaf node 
corresponds to the value of the path from the root node to the leaf node experienced represented object. Tree only a single 
output, if it want to have a plurality of output, it can establish an independent decision tree to handle different output. Data 
Mining Decision Tree is a technique often used, can be used to analyze the data, also can be used to make predictions[12-13]. 
Common tree algorithm CHAID (Chi-squared Automatic cross-checking), CART (Classification and Regression Trees) and 
C5.0.CART algorithm uses the Gini as a standard decision tree split,C5.0 entropy as the split criteria, CHAID using chi-
square test as segmentation criteria. Through these algorithm will generating tree diagram,, splitting rule and important 
information can be reflected from the Figure out. 
 
Artificial neural networks 
 Artificial neural network is an application similar to the structure of the brain-Fi mathematical model of information 
processing, constituted by a large number of interconnected nodes (or neurons) between. Each node represents a specific 
output function, called activation function. Each connection between two nodes represents a weighted value of the connection 
for the signal, referred to the weight, it is equivalent to the memory of artificial neural networks. The output of the network 
according to the different network connections, weights and excitation functions and different. Multilayer Perception (MLP) 
is the most widely used neural network model in the data analysis, it will enter multiple data sets are mapped to a single 
output data set. Artificial neural network can identify and study the pattern of association between input data set and the 
corresponding target value[14-15]. However, artificial neural networks (ANNs) for its "black box" approach and interpretation 
difficulties suffer criticism. Nevertheless, compared with other comparative classification techniques, artificial neural 
network to provide alternative models. After training, the artificial neural network can be used to predict independent input 
data of the new. 
 
Support vector machine 
 Support vector machine (SVM) is a supervised learning method can be widely used in statistical classification and 
regression analysis. Support vector machine is a class classifier with different kind of samples can be separated in the sample 
space hyper plane. That is a given number of marked well training samples. SVM algorithm outputs an optimized separating 
hyper plane. The essence of SVM algorithm is to find a can be a value maximizing hyper plane, this value is the minimum 
distance hyper plane distance of all the training samples. The minimum distance is called interval (margin)[16-17]. 
 The following equation defines a hyper plane expression: 
 

0( ) Tf x x  
 

 

 Which   is called the weight vector 0  called bias. Wherein x represents from those points closest hyper plane, these 
points are called support vectors. 
 The key to SVM is the kernel function. Vector set of low-dimensional space is often difficult division, so the 
solution is to map them to the high-dimensional space. But the difficulty of this approach is to bring the computational 
complexity increases, while kernel just ingenious solve this problem[15]. In other word, as long as the selection of appropriate 
kernel function, you can get a high-dimensional space classification function. In SVM theory, using different kernel function 
will lead to a different SVM algorithm to get a different output. 
 
Research framework 
 Comparative studies of different algorithms to assess predictive capabilities, this study provide a very good solution 
to this practical problem car acceptability evaluation. Research framework shown in Figure 1, each stage of the process is as 
follows: 
 

 
 

Figure 1 : Research Framework 
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  Collection and input raw data: It comprises a collection of the original data and selects a car acceptability evaluation 
characteristic parameter. 
 Data pre-processing: First, the data used to calculate the nominal data format. Secondly, the car assess the 
acceptability of the data set is divided into four categories (unacceptable, acceptable, good and very good),in the present 
study, in order to simplify the complexity of the acceptability of the research into two categories, acceptable and 
unacceptable, the good kind of the same nature and very good class merging to acceptable class. 
 Modelling Research: Studies using logistic regression (LR), artificial neural network (ANN) and decision tree (DT), 
support vector machine (SVM) of four kinds of algorithm to calculate the evaluation of forecasting accuracy rate, sensitivity 
and specificity. Accuracy, sensitivity and specificity of the test method is as follows: 
 Process 1 collection and input raw dataset: It includes the collection of raw data, selecting the data and focusing on 
the features influence the car evaluation. 
 Process 2 pre-processing the dataset: This step includes three parts. Firstly, the data are transferred to forms 
"nominal to numeric" for calculating. Secondly, there are four classes (unacceptable, acceptable, good, and very-good) in car 
evaluation dataset. In this study, we combined the similar classes (acceptable, good and very-good) into one class. The four 
classes were combined to form two classes (unacceptable, acceptable). 
 Process 3 modelling training: Studies using logistic regression (LR), artificial neural network (ANN), decision tree 
(DT) and support vector machine (SVM) in total four kinds of algorithm to calculate the evaluation of forecasting accuracy 
rate, sensitivity and specificity. Accuracy, sensitivity and specificity of the test method is as follows: 
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 If an instance of the class is positive and also predicted positive class, that is the true positive, if the instance of the 
class is predicted negative positive class, called false positive. Accordingly, if the instance is negative class is predicted to 
become the negative class, called true negative, the positive class is predicted to become the negative class is false negative. 
 

THE EMPIRICAL RESEARCH 
 

Data description 
 In this work, a real-world car evaluation database was taken from the UCI repository of machine learning database 
as described in TABLE 1. It contains 1728 instances and classified into four classes, there is no missing value in the dataset. 
The car evaluation database contains six attributes examples with a car (Buying, Main, Doors, Persons, Lug boot and Safety) 
 

TABLE 1 : Car attribute Description 
 

 
 
Clementine modelling 
 The pentagon-shaped nodes show the construction of the models using logistic regression, decision trees (CART) 
and neural network. The diamond-shaped nodes show the model outputs of the respective models. For the logistic regression 
model, four selection methods (ENTER, STEPWISE, FORWARDS, BACKWARDS) were compared using the Analysis and 
Evaluation nodes. While for decision tress, the C5.0, CHAID and CART models were generated and compared. Then, the 
three predictive models which are stepwise logistic regression, CART and neural network are connected to the "analysis" 
node which provides the computation of accuracy rates, while the evaluation node produces the lift charts. 
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Figure  2 : Data mining process flow diagram 
 
Comparison of results 
 The different modelling algorithm results as shown in the TABLE 2: 
 

TABLE 2 : Comparison of modelling results 
 

 
 
 Four different logistic regression methods have the same accuracy, sensitivity and specificity. It also shows that the 
logistic regression model to assess the car acceptability is not significant. 
 Decision tree is the most easily understood model, and can be easily converted into a set of rules. In addition, 
decision tree algorithm can handle both discrete and continuous data, without the need for data to make a priori assumptions. 
Because of these advantages, the method of decision tree is widely used for classification and prediction. The table shows the 
difference between three kinds of decision tree model accuracy, sensitivity and specificity. Sensitivity considered true 
positive rate, refers to the actual acceptability of the probability is determined to be accepted. And specificity is considered 
the true positive rate, refers to the actual acceptability of not to accept the probability is determined unacceptable. The results 
of three decision tree algorithms are very close, but CART model has the best testing and prediction. 
 Artificial neural networks can be used to predict complex systems is determined by the relationship between the 
number of training samples, the training samples and the test samples, meanwhile, the forecast performance also depends on 
the choice of data structures, data quality and variables. In the present study, artificial neural network achieved good 
performance, second only to SVM. 
 In all these models, SVM has better predictive ability, which showed the best accuracy, sensitivity and specificity. 
The SVM prediction results are directly related to the choice of kernel, Secondary modelling four different kernel functions 
of SVM shown in Figure 3, experimental results show that the polynomial kernel function has the best predictive ability. 
 

 
 

Figure 3 : SVM kernel function modeling flow 
 

 In summary, this study SVM polynomial kernel function to predict the car acceptability, with a very good 
performance, training and test sets of accuracy were 99.92%, 99.62%, sensitivity is 100%, specificity of 99.88% and 100% as 
shown in TABLE 2. 
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TABLE 3 : Performance of the different kernels 
 

 
 

 The importance of the variables analyzed, four model results were almost identical, car security parameters are 
considered the most significant impact on the acceptability of the car the most, followed by the car can accommodate the 
number. The two parameter on consumer acceptability of the effects are less significant is the number and size of the trunk 
door. 
 

TABLE 4 : Comparison of the importance of auto variables 
 

 
 
Conclusion 
 Four models used in the empirical car acceptability evaluation were compared and researched, the results showed 
that all four models have similar good predictive ability, and support vector machine model (polynomial kernel) showed the 
best accuracy, sensitivity and specificity, with the best predictive ability, can be very good for car acceptability evaluation. In 
the six attributes of the car, the safety has the largest influence on car acceptability followed by occupancy, however, 
consumers is less sensitive to these two factors of the size of the trunk and the number of door. This can help companies 
make better policy, targeted, improved methods to improve the car's acceptability and consumer satisfaction. Summing up the 
appeal, the use of data mining modelling method can accurately predict the acceptability of the car in order to build a good 
bridge between consumers and businesses, for the enterprise profits and consumers� satisfaction. 
 

CONCLUSIONS 
 

 Acceptance of the product of growing concern, the manufacturer must know which factors influence consumers' 
buying decisions. In recent years, the product has been in-depth evaluation of the acceptability of research, unfortunately, 
manufacturers often misunderstand the real needs of consumers, and how to better evaluate the acceptability of the product is 
the key issue of product development. In this thesis, for the evaluation of vehicles lines empirical research, using four models 
for the evaluation of automotive forecasting a comparative study, the experimental results show that, using polynomial kernel 
SVM model can best be assessed on car evaluation prediction. In the evaluation of the car, the safety performance of the most 
significant factors, occupancy second, but customer have no special requirements of the size and the number of door. All in 
all, a comparative study different four models bade on data mining to evaluate car acceptability, results showed, SVM model 
can better solve the car evaluation, in turn, and the method can be extended to other industries to solve the evaluation of the 
product. 
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