Int. J. Chem. Sci.: 14(4), 2016, 2516-2526
ISSN 0972-768X
www.sadgurupublications.com

OBSERVABILITY OF FUZZY DIFFERENCE CONTROL
SYSTEMS

T. SRINIVASA RAO? G. SURESH KUMAR?, Ch. VASAVI? and
M. S.N. MURTY®

"Department of Mathematics, K. L. University, VADDESWARAM,
Dist.: Guntur (A.P.) INDIA
®Department of Mathematics, Acharya Nagarjuna University,
NAGARJUNA NAGAR, Dist.: Guntur (A.P.) INDIA

ABSTRACT

In this paper, we provide a way to incorporate difference equations with fuzzy sets to form a new
fuzzy logic system called fuzzy difference control system which can be regarded as a new approach to
intelligent control. One of its features, observability of this system will be studied. We obtain the sufficient
condition for the system to be observable.
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INTRODUCTION

The theory of difference equations plays an important role in areas such as digital
control, digital filter design and image processing with the emergence of digital signal
processing technology. The importance of control theory in applied mathematics and its
occurrence in several fields such as mechanics, electromagnetic theory, thermodynamics and
artificial satellites are well known. Observability is one of the fundamental concepts in
modern mathematical control theory. The problem of observability for a system of ordinary
differential equations was studied in'? and for matrix Lyapunov systems by Murty et al.’
Ding et al.* provide a way to combine differential equations with fuzzy sets to form a fuzzy
logic systems called fuzzy dynamical systems and also studied observability of this system.
Murty et al.”” extended this approach to fuzzy dynamical matrix Lyapunov systems. We
consider the linear difference control system of the form.
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x(n+1) = A(n)x(n)+ B(n)u(n), x(0)=x, ...(L.1)

y(n) = C(n)x(n)+ D(n)u(n), ...(1.2)

where A(n) is a non-singular matrix, B, C, D are matrix functions of » on
J=[0,L]NN, LeN={0,1,2,.....}. If the inputs u(n) are crisp, then it is the deterministic
difference control system. Here, we take the input u(n) is a fuzzy set on R”. We will prove

that the state of the system (1.1), (1.2) is also a fuzzy set. The concept of observability is
concerned with identification of the initial state by observing the output and input over a
finite time. First, we introduce the notion of likely observability and obtain a sufficient
condition for the observability of this system.

Preliminaries

In this section, we present some results on fuzzy sets and fuzzy difference equations

which are useful for later discussion. Let P, (R™)denotes the space of all nonempty compact

convex subsets of R". For any 4, B € B,(R™), the Hausdorff metric is given by —

d,, (4, B) =max{supibn£ la=b|supinf |ab ||}, (P.(R™).d,,) is a complete and
acd VS beB 4€
separable metric space®.

Let S, be the set of all selections of F(.)that belong to the space of summable

functions —

S o (J)z{feR’"/Z||f||<oo}, ie.,
Sk ={f(.)eSRm(J) / f(t)e F(t) a.e.}

We define the summable function for multi-valued functions as follows —

Y F(n)= {Zf(n),f(.) S SF}

Define E” ={u:R™ —[0, 1]}, u is normal, fuzzy convex, upper semi continuous

and support [1]° is compact.
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For0<a <1, denote [u]" = {x eR"/u(x)= a}, then the a-level set [u]* € P,(R™) for
all 0<a<1. Define D:E"xE" —[0,0) by the equation D(u,v)= sup d, ([u]”,[v]“) ,
0<a<l

where d,; is the Hausdorff metric defined in P, (R™) . The addition and scalar multiplication

for any two fuzzy sets u,v e E”,and for any scalar A € R

[u+v] =[uf +[vF,[Au] = A[uf,for0<a <1.Then (E",D) is a complete metric

space. For properties on D and for results on fuzzy sets we refer to’.

Definition 2.1. A fuzzy set valued function F:J — E™ is called summably
bounded, if it is measurable and there exists a summable function h such that || y || < & (n)

for all y € F(n).

A fuzzy set valued function F:J — E™ is called summably bounded if F, is

summable bounded for all a in [0, 1].
Theorem 2.1. If the fuzzy set valued mapping F :J — E™ is summably bounded,
thenZF e E".
J
Proof: The proof is similar to proof of Theorem 3.1%.

Definition 2.2. Let F:J — E" be a fuzzy summably bounded mapping. The fuzzy
summation of F over J denoted by ZF (n),1s defined level wise by —
J

{ZF@)} = F,(n).
J J
Theorem 2.2. If F:J — E™ is strongly measurable and summably bounded, then ¥

is summable.

Proof: The proof is similar to the proof in®.

Theorem 2.3. Let F:J — E™ be two fuzzy set valued functions which are fuzzy
summable and 4 € R.. Then
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(i) D(F+G)=D)F+>G
(i) DY AF=a) F
(iii) D(F,G) is summable

@) D F.Y6)=3 D(F,G)

Proof: (i) Let a € [0, 1]. Since F, and G, are compact convex valued, it follows
that summation ZFa and ZGa are in Sp. Hence

D(F+G), =D F,+>.G, =Y (F,+G,)

(i1) Let leRandae[O,l]. Since F is compact convex closed, it follows that
Z(/lFa) isin S;. Hence

DAF) =D AF, =4 F,

(iii) Let { fEin=12, 3,....}, {g‘rf /n=1,2,3,.... } be a casting representation for
F,and G, . By the definition of D

D(F(n),G(n))=supd,, (Fak (1), G, (n)), where {@, /k=1,2,3,....} is dense in [0, 1],

k=1
is measurable. Further,

D(F (1), G (n))< D(F (n),0)+ D(G(n).0) < hy(n) + hy(n) where h and h, are
summable bounds for F and G respectively. Hence from Theorem 2.2, D(F,G) is

summable.

(iv) From the def of d,, we have d,(YF,.>G,)<Yd,(F,G,) and

consequently

D(>F,3.G)< sup Zd )<Y sup d,(F,.G,) =Y D(F,G).

a<0,1] a€l0,1]

Let F:JxE" — E". Consider the fuzzy difference equation —
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Ax(n) = f(n,x(n)), x(0) =x, (2.1)

Definition 2.3: A mapping x:J — E" is a fuzzy solution to (2.1), if it satisfies the
equation

k=n-1
x(n)=x,+ Y F(k,x(k)), forallneJ

k=0

The fundamental matrix of the equation

x(n+1)= A(n)x(n), forn>0 ...(2.2)
is defined by Y (1) = {A(” ~Din= 2)('; 3 'OA(DA(O); "> nd the solution (2.2)
,i =

with x(0) =x, is x(n) =Y (n)x,.
Formation of fuzzy difference control system

In this section we show that the deterministic control system (1.1) and (1.2) with
fuzzy inputs u(n) determines a fuzzy difference control system.

For O0<a <1, let [u(n)]* be the a-level set of u(n) . Consider difference inclusions
x,(n+1) € A(n)x,(n)+ B(n)[u(n)]*, x(0)=0, neJ ...(3.1H)
Let x* be the solution set of inclusion (3.1).

Claim (i) [x(n)]* € B(R™) for all neJ . First we prove that x® is non-empty,
compact and convex in the set of all functions from J to R™, Since [u(n)]* has measurable

selection, we have x“ non-empty. Let K, = max NY(n)|, K, = max 1Y (n)],
M = max {||u(n) |, u(n) € u(n) |}, N = max || B(n) |,

For any x € X, there is a selection u(n) € [u(n)]* such that

n—1
x(n)=Y(m)x + > Y(m)Y ' (k+1)B(k)u(k)
k=0
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It implies that

n—1
1 x(n) K< |1 Y (m)xg | +1] XY ()Y ™ (ke + DBUOuk) < Ky || x0 || +LK Ky MN
k=0

Thus x“ is bounded. To prove x“ is compact, it is sufficient to prove that it is

closed. Let {x, } € x* and {x, } > x.. For each {x, } € x%, there is a u,, < [u(n)] such that

x,(n)=Y(n)x,+ nii Y(n)Y ' (k+1)B(k)u,, (k)

k=0

Since u, €[u(n)f* is closed, then there exists a sub sequence {umi}of {u,}

converging weakly to u e[u(n)]” >. From Mazur’s theorem, there exists a sequence of

numbers 4, >0, Zﬂj =1 such that z/l U, converges strongly to u. Thus we have

D Ax,,(n)=Y(n)x, + i Y(n)Y ™' (k+1)B(k)Y Au,,; (k) ...(3.2)
k=0

Taking the limit as j — oo, on both sides of (3.2), we have

n-1

x(n)=Y(n)x, + ZY(n)Y_l(k +1)B(k)u(k)

k=0
Thus x(n) € x*, for all neJ . Hence x* is closed. Now we prove x“ is convex.
Let x,,x, € x?, then there exists u,,u, €[u(n)]” such that

x,(n+1)= A(n)x,(n) + B(n)u,(n), x,(n+1) = A(n)x,(n) + B(n)u,(n),

Let x=Ax +(1-4)x,, 0<A<I,then

x(n+)=Axj(n+D)+(1-=A)xy(n+1)

= A(A(n)x1 (n) + B(n)uy (n))+ (1= A)(A(n)xy (n) + B(n)uy (n))
= A(n)(Ax; (n) + (1= A)x7 (1)) + B(m)(Auy () + (1 = AYu ().

Since [u(n)]* is convex, Au,(n)+(1—A)u,(n)e [u(n)]” , we have
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x(n+1)= A(n)x(n)+ B(n)[u(n)]*
Hence x € x*. Therefore x* is convex. Thus [x(n)]* € B,(R"),foreveryne J .

Claim (i) K0 =[x, forall0 <@ <@, | o <o <g, Since uis a fuzzy

set, [u(n)]az - [”(”)]”1’ then S[u(n)]az - S[u(,,)]al and the following inclusion
Xg, (n+1) € A(m)x g, (n)+ Bmu(m]* < An)xy, (n)+Bm)u(m]™
It implies that

n-1
Xg, (M) € Y(n)xg + 2. Y(mY ' (k +B(K)S
k=0

[u(n)]“?

n—1
cY(m)xg+ D Y(m)Y (k+ DBEK)S], e
k=0

Thus [x]?? <[x]* ,and hence [x(n)[* < [x(n)]"", foralln e J.

Claim (iii) If {o,} is a non-decreasing sequence converging to o > 0, then

x%(n) = le“r (n).

Since u is a fuzzy set, we have [u(n)]"zﬂ[u(n)]"’, which implies that
r=1

S[u(n)]a =Sq [u(n)]ar

r=1

Thus x,(n+1) € A(n)x, (n) + B(n)u(n)[ = A(n)x, (n)+ B(n) N |u(n) |

c A(n)x, (n)+ B(m)u(m)]*, r=1,2,3,...

Thus, x, x, , r=1,2,3,..whichimplies that x, = (1x, .

b
n
r>l1

Let x be the solution of the inclusions
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Xg, (n+1) € A(n)xy (m)+B@)u(m]*, r>1
Then x(n) € Y (m)x, + > Y(m)Y ™ (k + 1)B(K)S,, ™ . it follows that
x(n) € Y(n)x, + ZZ;L Y(n)Y ' (k +1)B(k) ﬂl St

n-1 _ ar
=Y(n)x, + ) Y)Y ' (k+1D)B)S,,,

This implies that x € x*.

Therefore N x% < x*.From (3)wehavex® = (1 x*,and hence x%(n)=)x* (n)
rz1

r=1 rz1

foralln e J.

Hence there exists x(n) € E”on J such that x*(n) is a solution set to the difference

inclusions (3.1). Hence the solution (1.1) and (1.2) is a fuzzy difference control system.
Observability of fuzzy difference control systems

Now, we discuss the concept of likely observability and obtain sufficient condition
for the observability of fuzzy difference control system (1.1), (1.2).

Definition 4.1. The state x, # 0of a fuzzy system (1.1), (1.2) is said to be likely
observable at level a on J if the knowledge of the a-level input u(n) and the a-level output

v(n) over J sufficient to determine the range of the initial state x,,.

We will present the sufficient condition for the system (1.1), (1.2) to be observable.
The norm of the matrix A(n)=[a,(n)] defined by || A(n)||=max|a,(n)| and maximum
LJ

norm || 4 = max || 4() .

Theorem 4.1. The fuzzy system (1.1), (1.2) is likely observable at level o on J if
C(L)Y(L) is non-singular. Further, let u,(n) and y,(n) be the centre points of u(n) and

y(n) respectively, and let x® be the possible initial point on a-level, then the range estimate

for the initial value a-level is given by (4.1).
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x, — x|l < [CMY@)] | ltmax |[7,(L) - yo(L)]| +
[[D(L)|| max T, (Ljeu,(L) |, (L) —uy(L)|

n-1
+IC@I Y IIBIIZuggguX(L)llﬁa(L)—uo(L)ll}-
k=0 "¢ “

Proof: Let x, be the solution set of (1.1), (1.2) we have

L-1

X (L) =Y (L)xy+ Y Y(L)Y ' (k +1)B(k)u,(k), then
k=0

Ya(L)=C(L) Y(L)x, + Lf,Y (L)Y (k+1)B(k)u, (k)} +D(L)u, (L),
k=0

where y,(L) is the a-level set of y(L). Thus,

L-1

C(L)Y(L)xq € yg (L) = D(L)ug (L)~ C(L) Y- Y(L)Y " (k + 1)B(k)u g (k).

k=0

Let x, be the possible initial value, then we can write the above equation as

LY (L)%, < 1 (L)~ D(LYug (L)~ CD)S V(L)Y (k-+ DBy (6)

k=0

Since u,, y, are the centre points of u,y respectively, we have

| C(L)Y(L) | xy = yo —D(L)u, - C(L)LZ_iY(L)Yil(k +1D)B(k)u,.

k=0

...(4.2)

...(4.3)

From (4.2), (4.3), and the fact that C(L)Y (L) is non-singular, we can estimate the

distance between x, and X as follows:

ICMY(L)(x, —x,)|| < maxd,, (yo(L) = D(L)u,y(L) - C(L)Z Y(L)Y " (k +1)B(ku,(k),

Y,(L) = D(L)u,(L) - C(L)Z— Y)Y (k + 1)B(k)uaﬂ€)]
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< max v.(L)—vy,(L)|| +||D(L max u (L) —u, (L
Jmax 5,0) = y@)l| W] max [[a,(L) - uL)|

+IC|| max [|Yow)]| max |[¥ )| max | |Bow)|

L-1

max i, (L) = uy(L)]].

=ity (L) cuq(l)

Example 4.1. Consider the fuzzy difference control system (1.1), (1.2) with

0 -1 1 0 0 1 0 0
A(I’Z)=|:1 O:|a B(I’Z)=|:0 1:|’C(n):|:l O:|’ D(n)=|:0 0:|a

el

Also assume that the a-level sets of input u (n) and output y(n) are

B @ —1,1-a] Iy [—Vl—aalvl'a]
T 0.1)@-1), (0.1)(1-0{)} Ya© {5—\/1—(1, 5+\/1—a}

nmw n
COS(?) - SIH(TJ
Then the fundamental matrix of (2.2) is Y(n) =

0 0
Clearly, the centre points of u(n)and y(n) are u, = { } Yo = [ 1}

And also

IY =Y =1 [IC@YM@IT =1, [lu, —u, = 1=,

1Yo =Yo llEyI-0, [[Cl=1, |D|=0.

Substituting these values in (4.1), we have

lx, =%, |[<V1-a+L(l-a)
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From the above inequality, it is easily observed that as L becomes larger, our
estimated area becomes larger. This means that as L increases it is difficult to determine the
initial value. As @ — 1, then || x, —x, || >0, 1ie., x, approaches the initial value x,. The

above example illustrates the significance of our method by which we can determine the
range of initial value without solving the FDCS.
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