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ABSTRACT 

In this paper, we provide a way to incorporate difference equations with fuzzy sets to form a new 
fuzzy logic system called fuzzy difference control system which can be regarded as a new approach to 
intelligent control. One of its features, observability of this system will be studied. We obtain the sufficient 
condition for the system to be observable. 
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INTRODUCTION 

The theory of difference equations plays an important role in areas such as digital 
control, digital filter design and image processing with the emergence of digital signal 
processing technology. The importance of control theory in applied mathematics and its 
occurrence in several fields such as mechanics, electromagnetic theory, thermodynamics and 
artificial satellites are well known. Observability is one of the fundamental concepts in 
modern mathematical control theory. The problem of observability for a system of ordinary 
differential equations was studied in1,2 and for matrix Lyapunov systems by Murty et al.3  
Ding et al.4 provide a way to combine differential equations with fuzzy sets to form a fuzzy 
logic systems called fuzzy dynamical systems and also studied observability of this system. 
Murty et al.5-7 extended this approach to fuzzy dynamical matrix Lyapunov systems. We 
consider the linear difference control system of the form. 
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 0x    x(0)),()()()()1  ( =+=+ nunBnxnAnx  …(1.1) 

 ),()()()()( nunDnxnCny +=  …(1.2) 

where )(nA  is a non-singular matrix, B, C, D are matrix functions of n on 
,],0[ NLJ I=  }...... ,2 ,1 ,0{=∈ NL . If the inputs )(nu are crisp, then it is the deterministic 

difference control system. Here, we take the input )(nu  is a fuzzy set on mR . We will prove 
that the state of the system (1.1), (1.2) is also a fuzzy set. The concept of observability is 
concerned with identification of the initial state by observing the output and input over a 
finite time. First, we introduce the notion of likely observability and obtain a sufficient 
condition for the observability of this system. 

Preliminaries 

In this section, we present some results on fuzzy sets and fuzzy difference equations 
which are useful for later discussion. Let )( mRkP denotes the space of all nonempty compact 

convex subsets of mR . For any )( , mRkPBA ∈ , the Hausdorff metric is given by – 

( )H
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 is a complete and 

separable metric space8. 

Let FS be the set of all selections of (.)F that belong to the space of summable 
functions – 
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We define the summable function for multi-valued functions as follows – 
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J
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Define ]},1  ,0[:{ →= mRuEm  u is normal, fuzzy convex, upper semi continuous 

and support 0][u  is compact. 
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 For ,1  0 ≤<α denote [ ] { }αα ≥∈= )(/ xuRxu m , then the α-level set [ ] )( m
k RPu ∈α for 

all 1  0 ≤<α . Define ),0[  : ∞→× mm EED by the equation [ ] [ ]( )αα

α
vudvuD H ,sup),(

10 ≤≤
= , 

where Hd  is the Hausdorff metric defined in )( m
k RP . The addition and scalar multiplication 

for any two fuzzy sets ,, mEvu ∈ and for any scalar R∈λ  

[ ] [ ] [ ] [ ] [ ] 1.0for  ,u , ≤≤=+=+ αλλ ααααα uvuvu Then ),( DEm  is a complete metric 
space. For properties on D and for results on fuzzy sets we refer to9. 

Definition 2.1. A fuzzy set valued function mEJF →:   is called summably 
bounded, if it is measurable and there exists a summable function h such that )(   |||| nhy ≤  
for all ).(0 nFy∈  

A fuzzy set valued function mEJF →:  is called summably bounded if αF is 
summable bounded for all α in [0, 1]. 

Theorem 2.1. If the fuzzy set valued mapping mEJF →:  is summably bounded, 
then .∑ ∈

J

mEF  

Proof: The proof is similar to proof of Theorem 3.18. 

Definition 2.2. Let mEJF →:  be a fuzzy summably bounded mapping. The fuzzy 
summation of F  over J denoted by ∑

J

nF ),( is defined level wise by –  

.)()( ∑∑ =⎥
⎦

⎤
⎢
⎣

⎡

JJ

nFnF α

α

 

Theorem 2.2. If mEJF →:  is strongly measurable and summably bounded, then F  
is summable. 

Proof: The proof is similar to the proof in8. 

Theorem 2.3. Let mEJF →:  be two fuzzy set valued functions which are fuzzy 
summable and .R∈λ . Then 
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(i) ( ) ∑ ∑∑ +=+ GFGF  

(ii) ∑ ∑= FF λλ  

(iii) ( )GFD ,  is summable 

(iv) ( ) ( )∑∑ ∑ = GFDGFD ,,  

Proof:  (i) Let [ ]1  ,0∈α . Since αF  and αG  are compact convex valued, it follows 

that summation ∑∑ αα G and F are in SF. Hence 

( ) ∑∑ ∑∑ +=+=+ )( ααααα GFGFGF  

(ii) Let [ ].0,1 and ∈∈ αλ R  Since F is compact convex closed, it follows that 

( )∑ αλF  is in FS . Hence  

( ) ∑∑∑ == ααα
λλλ FFF  

(iii) Let { } { },.....3 ,2 ,1/g  , ,....3 ,2 ,1/  n == nnfn
αα  be a casting representation for 

αF and αG . By the definition of D  
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≥
n

k
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k
FdnGnFD H

k
αα  where ,....}3,2,1/{ =kkα  is dense in [0, 1], 

is measurable. Further,  

( ) ( )0),()(),( nFDnGnFD ≤ + )()()0),(( 21 nhnhnGD +≤  where 1h  and 2h  are 
summable bounds for F  and G  respectively. Hence from Theorem 2.2, ( )GFD , is 
summable. 

(iv) From the def of ,Hd we have ( ) ),,(, αααα GFdGFd HH ∑∑ ∑ ≤ and 

consequently  
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Let mm EEJF →×: .  Consider the fuzzy difference equation – 
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 0x  x(0))),(,()( == nxnfnxΔ  …(2.1) 

Definition 2.3: A mapping mEJx →:  is a fuzzy solution to (2.1), if it satisfies the 
equation  

JnkxkFxnx
nk

k

∈+= ∑
−=

=

 allfor   ,))(,()(
1

0
0  

The fundamental matrix of the equation  

 0for    ),()()1  ( ≥=+ nnxnAnx  …(2.2) 

is defined by 
⎩
⎨
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=
>−−−

=
0n   ;

0n  );0()1()......3)(2)(1(
)(

mI
AAnnnA

nY and the solution (2.2) 

with 0)0( xx =  is .)()( 0xnYnx =  

Formation of fuzzy difference control system 

In this section we show that the deterministic control system (1.1) and (1.2) with 
fuzzy inputs )(nu  determines a fuzzy difference control system. 

For 1  0 ≤<α , let α)]([ nu  be the α-level set of )(nu . Consider difference inclusions 

 Jn  0,  x(0),)]()[()()()1( ∈=+∈+ α
αα nunBnxnAnx  …(3.1) 

Let αx  be the solution set of inclusion (3.1). 

Claim (i) )()]([ mRkPnx ∈α for all Jn∈ . First we prove that αx  is non-empty, 

compact and convex in the set of all functions from J  to mR , Since α)]([ nu  has measurable 

selection, we have αx  non-empty. Let ||,)(||maxK  ,||)(||max 1
21 nYnYK

JnJn

−

∈∈
==  
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For any αXx∈ , there is a selection α)]([)( nunu ∈  such that 
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It implies that  

MNKLKxKkukBkYnYxnYnx
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k
2101

1

0

1
0 ||||||)()()1()(||||)(| |  ||)(|| +≤++≤ ∑
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Thus αx  is bounded. To prove αx  is compact, it is sufficient to prove that it is 
closed. Let { } αxxm ∈  and { } .xxm → . For each { } αxxm ∈ , there is a [ ]α)(nuum ∈ such that  

∑
−

=

− ++=
1

0

1
0 )()()1()()()(

n

k
mm kukBkYnYxnYnx  

Since [ ]α)(nuum ∈ is closed, then there exists a sub sequence { } { }mu of  
jmu  

converging weakly to [ ]α)(nuu∈ ’. From Mazur’s theorem, there exists a sequence of 

numbers 1  ,0 j =∑λλ fj  such that mjju∑λ converges strongly to u. Thus we have  

  )()()1()()()(
1

0

1
0 kukBkYnYxnYnx mj

n

k
jmjj ∑ ∑∑

−

=

− ++= λλ  …(3.2) 

Taking the limit as ,∞→j  on both sides of (3.2), we have  

∑
−

=

− ++=
1

0

1
0 )()()1()()()(

n

k

kukBkYnYxnYnx  

Thus αxnx ∈)( , for all Jn∈ . Hence αx  is closed. Now we prove  αx  is convex.  

Let    αxxx ∈21, , then there exists α)]([, 21 nuuu ∈ such that    

         ),()()()()1  ( 111 nunBnxnAnx +=+ ),()()()()1  ( 222 nunBnxnAnx +=+  
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( ) ( )
)).()1()()(())()1()()((

)()()()()1()()()()(
)1()1()1()1(

2121

2211

21

nununBnxnxnA
nunBnxnAnunBnxnA

nxnxnx

λλλλ
λλ

λλ

−++−+=
+−++=

+−++=+

 

Since α)]([ nu  is convex, [ ]αλλ )()()1()( 21 nununu ∈−+ , we have 
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α)]()[()()()1  ( nunBnxnAnx +=+  

Hence αxx∈ . Therefore αx  is convex. Thus . every for  ),()]([ JnRPnx n
k ∈∈α  

Claim (ii) [ ] [ ] .0 allfor   ,)()( 21
12 αααα ≤≤⊂ nxnx  Let 210 αα ≤≤  . Since u is a fuzzy 
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 Thus [ ] [ ] [ ] . allfor   ,)()(    hence and , [x] 1212 Jnnxnxx ∈⊂⊂ αααα
 

Claim (iii) If {αr} is a non-decreasing sequence converging to α > 0, then 
).()(

1
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≥
= I  

Since u is a fuzzy set, we have [ ] [ ]  ,)()(
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≥
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Let x be the solution of the inclusions  
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 . allfor    Jn∈  

Hence there exists mEnx ∈)( on J  such that )(nxα  is a solution set to the difference 
inclusions (3.1). Hence the solution (1.1) and (1.2) is a fuzzy difference control system. 

Observability of fuzzy difference control systems 

Now, we discuss the concept of likely observability and obtain sufficient condition 
for the observability of fuzzy difference control system (1.1), (1.2). 

Definition 4.1. The state 00 ≠x of a fuzzy system (1.1), (1.2) is said to be likely 
observable at level α on J if the knowledge of the α-level input )(nu and the α-level output 

)(nv  over J sufficient to determine the range of the initial state 0x . 

We will present the sufficient condition for the system (1.1), (1.2) to be observable. 
The norm of the matrix )]([)( nanA ij=  defined by |)(|max||)(||

,
nanA ijji

=  and maximum 

norm ||)(||max|||| nAA
Jn∈

= . 

Theorem 4.1. The fuzzy system (1.1), (1.2) is likely observable at level α on J  if 
)()( LYLC  is non-singular. Further, let )(0 nu  and )(0 ny  be the centre points of )(nu  and 

)(ny  respectively, and let αx  be the possible initial point on α-level, then the range estimate 
for the initial value α-level is given by  (4.1). 
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[ ] {
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Proof: Let αx  be the solution set of (1.1), (1.2) we have 
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where )(Lyα  is the α-level set of )(Ly . Thus, 
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Let xα be the possible initial value, then we can write the above equation as  

∑
−
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− +−−∈
1

0

1 ).()()1()()()()()()()(
L

k

kukBkYLYLCLuLDLyxLYLC αααα  …(4.2) 

Since 0u , 0y  are the centre points of y,u  respectively, we have  

∑
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− +−−=
1

0
0

1
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L

k

ukBkYLYLCuLDyxLYLC  …(4.3) 

From (4.2), (4.3), and the fact that  )()( LYLC  is non-singular, we can estimate the 
distance between xα and x0 as follows: 
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Example 4.1. Consider the fuzzy difference control system (1.1), (1.2) with 
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Also assume that the α-level sets of input u (n) and output y(n) are 
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Then the fundamental matrix of (2.2) is 
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Clearly, the centre points of )(nu and )(ny  are 
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Substituting these values in (4.1), we have 

)1(1|||| 0 ααα −+−≤− Lxx  
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From the above inequality, it is easily observed that as L  becomes larger, our 
estimated area becomes larger. This means that as L  increases it is difficult to determine the 
initial value. As ,1→α  then ,0|||| 0 →− xxα   i.e., αx  approaches the initial value .0x  The 
above example illustrates the significance of our method by which we can determine the 
range of initial value without solving the FDCS. 

REFERENCES 

1. S. Barnett and R.G. Cameron, Introduction to Mathematical Control Theory, Second 
Ed., Clarendon Press, Oxford, UK (1985). 

2. K. Ogata, Discrete Time Control Systems, Printice Hall, Englewood Cliffs, New 
Jersey (1987). 

3. M. S. N. Murty, B. V. Appa Rao and G. Suresh Kumar, Controllability, Observability 
and Realizability of Matrix Lyapunov Systems, Bulletin of the Korean Mathematical 
Society, 43(1), 149-159 (2006). 

4. Z. Ding, Ma. Ming and A. Kandel, On the Observability of Fuzzy Dynamical Systems 
(I), Fuzzy Sets and Systems, 111, 225-236 (2000). 

5. M. S. N. Murty and G. Suresh Kumar, On Controllability and Observability of Fuzzy 
Dynamical Matrix Lyapunov Systems, Advances in Fuzzy Systems, 1-16 (2008). 

6. M. S. N. Murty and G. Suresh Kumar, On Observability of Fuzzy Dynamical Matrix 
Lyapunov Systems, Kyungpook Math. J., 48, 473-486 (2008). 

7. M. S. N. Murty, G. Suresh Kumar, B. V. Appa Rao and K. A. S. N. V. Prasad, On 
Controllability of Fuzzy Dynamical Matrix Lyapunov Systems, Analele Universitatii 
de vest, Timisoara, LI(2), 73-86 (2013). 

8. M. L. Puri and D. A. Ralescu, Fuzzy Random Variables, J. Math. Anal. Appl., 114, 
409-422 (1986). 

9. V. Lakshmikantham and R. N. Mohapatra, Theory of Fuzzy Differential Equations 
and Inclusions, Taylor & Francis, London (2003). 

 

Accepted : 07.09.2016 


